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Abstract—Matrix multiplication is a crucial operation in many
data-intensive workloads. Given the large size of matrices in
today’s workloads, it is common to split the computation into
tasks executed on different servers. As stragglers are common
in distributed computing, various coding schemes have been
proposed to mitigate stragglers, including some even leveraging
the partially completed results from stragglers by splitting each
task into subtasks. However, existing schemes have ignored the
order of execution, making them unnecessarily complex for
encoding and decoding. In this paper, we propose a series of
constructions of straggler-leveraging coding schemes for matrix
multiplication. We consider the execution order of subtasks and
then construct the coding schemes based on the probability of
an uncoded subtask being recovered by a coded subtask. As a
result, our coding schemes can significantly save the encoding
and decoding complexities while maintaining an arbitrarily
controllable recoverability of incomplete uncoded subtasks.

I. INTRODUCTION

In many data-intensive workloads, such as machine learn-
ing [1], data analytics [2], and signal processing [3], [4],
matrix multiplication is a common operation that dominates
the total time of computation. With the fast-increasing sizes
of datasets, the size of matrix multiplication has also grown
beyond the capability of a single server. Therefore, it is
common to parallelize the computation into multiple tasks
that are executed on different servers called workers. As a
toy example, to compute the multiplication of a matrix A and
a vector x, we can split A into two submatrices such that

A · x =

[
A1

A2

]
· x =

[
A1 · x
A2 · x

]
, and compute A1 · x and A2 · x

on two workers.
Ideally, when all workers have the same configuration and

the overall workload is equally split into all tasks, all workers
should complete their tasks at the same time. However, it is
often observed in practice that some workers may become
stragglers whose performance is significantly slower than
others [5], [6]. For example, it has been measured in AWS EC2
that 5% of servers may be stragglers whose performances are
2x-5x worse than other servers [7], which can easily become
the bottleneck of the workload.

To mitigate stragglers, a common approach is to launch
additional tasks on more workers to replace those executed on
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stragglers [8]–[14]. For example, if one straggler is anticipated,
we can duplicate each task on two workers such that any
single task running on a straggler can be ignored. However,
this replication-based approach suffers from significantly high
resource overhead, especially when there are more stragglers.

Besides replication, many coding-based approaches have
been proposed recently (e.g., [1], [15]–[17]). Instead of directly
replicating the input of existing tasks, coded tasks can be
created such that their input matrices are encoded from the
input matrices of existing tasks. In the above example of
computing A ·x, a coded task may be created as (A1+A2) ·x,
which equals the sum of A1x and A2x. Hence, we can tolerate
any single straggler by adding only one additional worker. By
an MDS code, we can easily tolerate any r stragglers with just
r additional workers [1].
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Fig. 1: A comparison between coded matrix multiplication
without and with subtasks.

With additional coded tasks, tasks executed on stragglers
are typically disregarded. Fig. 1a illustrates that Ax can be
recovered from any two tasks, while the last one is disregarded
no matter if the straggler makes no progress or is just slightly
slower. Hence, the resources on workers with disregarded tasks
are wasted, which could have been used to further lower the
completion time. For example, if we can predict stragglers,
we can then assign a lower amount of workload on such
workers. However, predicting stragglers is impractical as they
may be caused by many factors, such as resource sharing, I/O
bottlenecks, and maintenance activities [1], [5], [7], [18]. An
incorrect prediction may further affect the overall performance.
Therefore, approaches that fit the workload dynamically with
the worker’s performance are desirable.

To dynamically adjust the workload of each worker, a task
needs to be further split into subtasks, and then coded subtasks



can be encoded from such (uncoded) subtasks [13], [19]–[34].
As shown in Fig. 1b, we can create three uncoded subtasks in
each task by further splitting each Ai, i = 1, 2, horizontally
into Ai,j , j = 1, 2, 3. The coded task also correspondingly
includes three coded subtasks Ãjx, j = 1, 2, 3, where each Ãj

is encoded from all four submatrices of A, j = 1, 2, 3, e.g.,
by an MDS code. In this way, we can recover Ax from any 6
among the total 9 subtasks. In other words, slower workers can
dynamically complete a lower amount of workload without
being predicted as stragglers in advance. However, all coded
subtasks are encoded from all uncoded subtasks equally, making
the complexities of encoding and decoding very high. It has
been measured in Microsoft Azure that the time spent on
encoding and decoding can match or even exceed the time of
computation [19].

In this paper, we argue that coded subtasks should not be
encoded in the same way. We consider the order of subtasks
executed within a task. As subtasks within a task are typically
executed in a fixed order, a subtask executed earlier naturally
has a lower probability to be incomplete than another one
executed later. As a coded subtask is added to recover the
overall result when some uncoded subtask is incomplete, a
subtask with a higher probability to be incomplete should be
encoded into coded subtask with a higher priority. Therefore,
we propose a coding framework of coding schemes where
coded subtasks can be created based on their order in the
task. Specifically, our framework allows a flexible parameter
to control how likely a coded subtask can be used to recover
the overall result. Fan et al. [34] have also proposed coding
constructions that leverage the sequence of execution, but
the constructions are ad hoc which only works for limited
combinations of parameters and only only works for matrix-
vector multiplication. To the best of our knowledge, this is
the first work that can arbitrarily achieve a tradeoff between
the mitigation of stragglers and the complexity of the coding
scheme. Moreover, we demonstrate that our coding scheme
can support not only matrix-vector multiplication, but also
matrix-matrix multiplication.

II. SYSTEM MODEL

We assume that the workload is matrix multiplication.
For now, we just consider a special case of matrix-vector
multiplication, and will extend the model to matrix-matrix
multiplication in Sec. VI. Hence, we consider a workload of
computing A · x, and the workload will be computed on n
workers in parallel. Each worker computes a task containing a
fixed number of subtasks, which are also executed in a fixed
order. Once a subtask is complete, its result will be uploaded to
another server called master. The master keeps receiving results
of subtasks from all workers until such results are sufficient for
recovering Ax, and then the master may instruct all workers
to stop if they still have subtasks incomplete.

To compute A · x in parallel, we split A into n submatrices

horizontally, i.e., A1, . . . , An, such that A · x =

A1 · x
...

An · x

.

Therefore, Ai will be assigned to Worker i, i = 1, . . . , n. Each
worker then further splits Ai to create u subtasks (u ≤ s),

called uncoded subtasks, such that Ai =

Ai,1

...
Ai,u

.

Besides uncoded subtasks, Worker i will also have c = s−u
additional coded subtasks Ãi,j · x, j = 1, . . . , c, i = 1, . . . , n,
in order to mitigate potential stragglers. Conventionally, Ãi,j

can be encoded by a ((u+ c)n, un) systematic MDS codes as
a linear combination of all submatrices of A, i.e., {Ai,j |i =
1, . . . , n, j = 1, . . . , u} [20]. We name this scheme as global
MDS codes.

In this paper, we argue that not all subtasks have an equal
probability of being incomplete when the completed results are
sufficient for decoding, as subtasks are not started concurrently
but sequentially. A naive application of this idea is placing all
uncoded subtasks at the beginning on each worker. However,
all coded subtasks are still considered equally likely to be
incomplete. Therefore, we can save the complexities of coded
subtasks based on their probability of being incomplete.

We now give an intuition of the coding schemes in this
paper. For convenience, we define Ci,j = Ai,j · x and C̃i,j =
Ãi,j · x. We assume that Worker i executes subtasks in the
order of Ci,u, . . . , Ci,1, C̃i,1, . . . , C̃i,c, i = 1, . . . , n, such that
uncoded subtasks are always executed before coded subtasks.
Moreover, note that the order of uncoded subtasks is decreasing
for convenience only. The completion of all uncoded subtasks
is sufficient to obtain C = Ax without decoding. When there
is one uncoded subtask incomplete, the only possibility is
having the last uncoded subtask on some worker incomplete,
i.e., Ci,1. Moreover, if we anticipate this incomplete subtask
can be recovered by one coded subtask, this one must be the
first coded subtask on some other worker, i.e., C̃i′,1. More
generally, an uncoded subtask Ci,j with a smaller j is more
likely to be incomplete and a coded subtask C̃i,j with a smaller
j is also more likely to be needed. Intuitively, the complexity
of Ãi,j in a coded subtask should grow with the increasing
of j, and any Ai,j becomes less likely to be encoded into a
coded subtask with the increasing of j.

In this paper, our objective is to find the coding scheme such
that given the first un completed subtasks, the probability that
Ax can be recovered is at least θ, called the θ-recoverability,
0 ≤ θ ≤ 1. Obviously, global MDS codes can guarantee θ = 1,
indicating strong mitigation of stragglers. When θ = 0, on
the other hand, no coded subtask is necessary, and also there
is no mitigation of any kind of stragglers. Hence, we can
achieve a tradeoff between the mitigation of stragglers and the
complexity of the coding scheme.

To construct the coding scheme, we first compute the chance
that an Ai,j is needed by an Ãi′,j′ (in Sec. III). Then we present
algorithms to give the code construction for matrix-vector
multiplication while achieving the θ-recoverability (in Sec. IV
and Sec. V). We also extend the construction to matrix-matrix
multiplication (in Sec. VI).



III. PLACEMENTS OF COMPLETED SUBTASKS

As we aim to recover Ax with a probability of at least θ,
when un subtasks — no matter uncoded or coded — have
been completed, we need to understand how likely an uncoded
subtask needs to be recovered by a coded subtask.

We first consider the number of valid placements of com-
pleted subtasks, where a valid placement must have all subtasks
completed sequentially. In other words, any incomplete subtasks
should appear after all completed subtasks on the same worker.
Assume that xi is the number of completed subtasks on Worker
i, and then we have

n∑
i=1

xi = un, s.t. 0 ≤ xi ≤ u+ c, i = 1, . . . , n. (1)

Therefore, the number of valid placements equals the number
of integer solutions of (1). This is a counting problem and can
be solved by the inclusion-exclusion principle.

We define S as the set of all integer solutions of
∑n

i=1 xi =
un, s.t. 0 ≤ xi, i = 1, . . . , n. S corresponds to (1) with all
upper bounds can be violated. Then we have |S| =

(
un+n−1

n−1

)
.

Similarly, we define Si as the set of all integer solutions in S
with the upper bound of only xi is violated, i.e., xi ≥ u+c+1
which is equivalent to xi − (u + c + 1) ≥ 0. Thus we have
|Si| =

(
un−(u+c+1)+n−1

n−1

)
.

When we have two variables in (1) violate their upper bounds,
i.e., xi ≥ u+c+1 and xj ≥ u+c+1, 1 ≤ i ̸= j ≤ n, we can
similarly have |Si ∩ Sj | =

(
un−2(u+c+1)+n−1

n−1

)
. Furthermore,

if m variables violate their upper bounds, we have the number
of such integer solutions as

(
un−m(u+c+1)+n−1

n−1

)
. Eventually,

there can be at most
⌊

un
u+c+1

⌋
variables violating their upper

bounds as
∑n

i=1 xi must be no less than the sum of all violated
upper bounds.

By the inclusion-exclusion principle, the number of solutions
of (1) equals

S −
n∑

i=1

|Si|+
∑

1≤i<j≤n

|Si ∩ Sj |+ · · ·

=

(
un+ n− 1

n− 1

)
−
(
n

1

)(
un− (u+ c+ 1) + n− 1

n− 1

)
+ · · ·

+ (−1)m
(
n

m

)(
un−m(u+ c+ 1) + (n− 1)

n− 1

)
+ · · ·

=

⌊ un
u+c+1 ⌋∑
m=0

(−1)m
(
n

m

)(
un−m(u+ c+ 1) + (n− 1)

n− 1

)
≜|N(n, u, c)|,

where we define N(n, u, c) as the set of all valid placements.
Moreover, we are also particularly interested in special cases

such that a coded subtask may not be needed to recover an
uncoded subtask. As shown in Fig. 2, we can see that all
uncoded subtasks Ci,j with j > 1 are completed and all coded
subtasks C̃i′,j′ with j′ > 1 are incomplete. Therefore, if an
uncoded subtask is incomplete, it can only be recovered from
a coded subtask with j′ ≤ 1. Reversely, a coded subtask in
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<latexit sha1_base64="ouYIGJh8lgSpJE7kYOz2bYAmVIY=">AAAB7nicbVDLSgNBEOz1GeMr6tHLYBA8SNgVX8dgLh4jmAckS5id9CZDZmeXmVkhLPkILx4U8er3ePNvnCR70MSChqKqm+6uIBFcG9f9dlZW19Y3Ngtbxe2d3b390sFhU8epYthgsYhVO6AaBZfYMNwIbCcKaRQIbAWj2tRvPaHSPJaPZpygH9GB5CFn1FipVetl3rk36ZXKbsWdgSwTLydlyFHvlb66/ZilEUrDBNW647mJ8TOqDGcCJ8VuqjGhbEQH2LFU0gi1n83OnZBTq/RJGCtb0pCZ+nsio5HW4yiwnRE1Q73oTcX/vE5qwls/4zJJDUo2XxSmgpiYTH8nfa6QGTG2hDLF7a2EDamizNiEijYEb/HlZdK8qHjXlauHy3L1Lo+jAMdwAmfgwQ1U4R7q0AAGI3iGV3hzEufFeXc+5q0rTj5zBH/gfP4AXGCO8g==</latexit>

C1,1
<latexit sha1_base64="ma5BRAEigBPGWDvSCi9INw4ksuU=">AAAB7nicbVDLSgNBEOyNrxhfUY9eBoPgQcJu8HUM5uIxgnlAsoTZSScZMju7zMwKYclHePGgiFe/x5t/4yTZgyYWNBRV3XR3BbHg2rjut5NbW9/Y3MpvF3Z29/YPiodHTR0limGDRSJS7YBqFFxiw3AjsB0rpGEgsBWMazO/9YRK80g+mkmMfkiHkg84o8ZKrVov9S4q016x5JbdOcgq8TJSggz1XvGr249YEqI0TFCtO54bGz+lynAmcFroJhpjysZ0iB1LJQ1R++n83Ck5s0qfDCJlSxoyV39PpDTUehIGtjOkZqSXvZn4n9dJzODWT7mME4OSLRYNEkFMRGa/kz5XyIyYWEKZ4vZWwkZUUWZsQgUbgrf88ippVsredfnq4bJUvcviyMMJnMI5eHADVbiHOjSAwRie4RXenNh5cd6dj0VrzslmjuEPnM8fXeWO8w==</latexit>

C1,2

<latexit sha1_base64="InU3Dd8DhPYGwNP2w0xLCmID/EM=">AAAB7nicbVDLSgNBEOyNrxhfUY9eBoPgQcJu8HUM5uIxgnlAEsLsZDYZMju7zPQKYclHePGgiFe/x5t/4yTZgyYWNBRV3XR3+bEUBl3328mtrW9sbuW3Czu7e/sHxcOjpokSzXiDRTLSbZ8aLoXiDRQoeTvWnIa+5C1/XJv5rSeujYjUI05i3gvpUIlAMIpWatX6aeWiMu0XS27ZnYOsEi8jJchQ7xe/uoOIJSFXyCQ1puO5MfZSqlEwyaeFbmJ4TNmYDnnHUkVDbnrp/NwpObPKgASRtqWQzNXfEykNjZmEvu0MKY7MsjcT//M6CQa3vVSoOEGu2GJRkEiCEZn9TgZCc4ZyYgllWthbCRtRTRnahAo2BG/55VXSrJS96/LVw2WpepfFkYcTOIVz8OAGqnAPdWgAgzE8wyu8ObHz4rw7H4vWnJPNHMMfOJ8/X2yO9A==</latexit>

C2,2
<latexit sha1_base64="8IdsUWQWFpQuyFQiMZQ0EflVtdE=">AAAB7nicbVDLSgNBEOyNrxhfUY9eBoPgQcJu8HUM5uIxgnlAsoTZSScZMju7zMwKYclHePGgiFe/x5t/4yTZgyYWNBRV3XR3BbHg2rjut5NbW9/Y3MpvF3Z29/YPiodHTR0limGDRSJS7YBqFFxiw3AjsB0rpGEgsBWMazO/9YRK80g+mkmMfkiHkg84o8ZKrVovrVx4016x5JbdOcgq8TJSggz1XvGr249YEqI0TFCtO54bGz+lynAmcFroJhpjysZ0iB1LJQ1R++n83Ck5s0qfDCJlSxoyV39PpDTUehIGtjOkZqSXvZn4n9dJzODWT7mME4OSLRYNEkFMRGa/kz5XyIyYWEKZ4vZWwkZUUWZsQgUbgrf88ippVsredfnq4bJUvcviyMMJnMI5eHADVbiHOjSAwRie4RXenNh5cd6dj0VrzslmjuEPnM8fXeeO8w==</latexit>

C2,1

<latexit sha1_base64="4kNE3+AEiOdVOLB6hLOflRaHK+U=">AAAB7nicbVDLSgNBEOyNrxhfUY9eBoPgQcKu72MwF48RzAOSJcxOOsmQ2dllZlYISz7CiwdFvPo93vwbJ8keNLGgoajqprsriAXXxnW/ndzK6tr6Rn6zsLW9s7tX3D9o6ChRDOssEpFqBVSj4BLrhhuBrVghDQOBzWBUnfrNJ1SaR/LRjGP0QzqQvM8ZNVZqVrvpxZk36RZLbtmdgSwTLyMlyFDrFr86vYglIUrDBNW67bmx8VOqDGcCJ4VOojGmbEQH2LZU0hC1n87OnZATq/RIP1K2pCEz9fdESkOtx2FgO0NqhnrRm4r/ee3E9G/9lMs4MSjZfFE/EcREZPo76XGFzIixJZQpbm8lbEgVZcYmVLAheIsvL5PGedm7Ll89XJYqd1kceTiCYzgFD26gAvdQgzowGMEzvMKbEzsvzrvzMW/NOdnMIfyB8/kDX26O9A==</latexit>

C3,1

<latexit sha1_base64="oqjQvALUdjPZJSxBW++m3HFRm/I=">AAAB7nicbVDLSgNBEOyNrxhfUY9eBoPgQcKuxMcxmIvHCOYByRJmJ51kyOzsMjMrhCUf4cWDIl79Hm/+jZNkD5pY0FBUddPdFcSCa+O6305ubX1jcyu/XdjZ3ds/KB4eNXWUKIYNFolItQOqUXCJDcONwHaskIaBwFYwrs381hMqzSP5aCYx+iEdSj7gjBortWq9tHLhTXvFklt25yCrxMtICTLUe8Wvbj9iSYjSMEG17nhubPyUKsOZwGmhm2iMKRvTIXYslTRE7afzc6fkzCp9MoiULWnIXP09kdJQ60kY2M6QmpFe9mbif14nMYNbP+UyTgxKtlg0SAQxEZn9TvpcITNiYgllittbCRtRRZmxCRVsCN7yy6ukeVn2rstXD5VS9S6LIw8ncArn4MENVOEe6tAABmN4hld4c2LnxXl3PhatOSebOYY/cD5/AGD1jvU=</latexit>

C4,1

<latexit sha1_base64="xb/ONf1VX/Z9FJ3KQ2NoYRPLoak=">AAAB7nicbVDLSgNBEOz1GeMr6tHLYBA8SNgN8XEM5uIxgnlAEsLspDcZMju7zMwKYclHePGgiFe/x5t/4yTZgyYWNBRV3XR3+bHg2rjut7O2vrG5tZ3bye/u7R8cFo6OmzpKFMMGi0Sk2j7VKLjEhuFGYDtWSENfYMsf12Z+6wmV5pF8NJMYeyEdSh5wRo2VWrV+WrksT/uFolty5yCrxMtIETLU+4Wv7iBiSYjSMEG17nhubHopVYYzgdN8N9EYUzamQ+xYKmmIupfOz52Sc6sMSBApW9KQufp7IqWh1pPQt50hNSO97M3E/7xOYoLbXsplnBiUbLEoSAQxEZn9TgZcITNiYgllittbCRtRRZmxCeVtCN7yy6ukWS5516Wrh0qxepfFkYNTOIML8OAGqnAPdWgAgzE8wyu8ObHz4rw7H4vWNSebOYE/cD5/AGJ6jvY=</latexit>

C4,2

<latexit sha1_base64="nR/A6V7A0kOLCNzoX7FgKcRCGtw=">AAAB7nicbVDLSgNBEOz1GeMr6tHLYBA8SNiNz2MwF48RzAOSJcxOJsmQ2dllplcISz7CiwdFvPo93vwbJ8keNLGgoajqprsriKUw6Lrfzsrq2vrGZm4rv72zu7dfODhsmCjRjNdZJCPdCqjhUiheR4GSt2LNaRhI3gxG1anffOLaiEg94jjmfkgHSvQFo2ilZrWbXpyXJ91C0S25M5Bl4mWkCBlq3cJXpxexJOQKmaTGtD03Rj+lGgWTfJLvJIbHlI3ogLctVTTkxk9n507IqVV6pB9pWwrJTP09kdLQmHEY2M6Q4tAselPxP6+dYP/WT4WKE+SKzRf1E0kwItPfSU9ozlCOLaFMC3srYUOqKUObUN6G4C2+vEwa5ZJ3Xbp6uCxW7rI4cnAMJ3AGHtxABe6hBnVgMIJneIU3J3ZenHfnY9664mQzR/AHzucPYPOO9Q==</latexit>

C3,2

<latexit sha1_base64="Fj5ntNIROg0lQABTzFRqNdODIB0=">AAAB+HicbVDLSsNAFJ34rPXRqEs3wSK4kJLU57LYjcsK9gFtCJPJpB06mYSZG6GGfIkbF4q49VPc+TdO2yy09cCFwzn3cu89fsKZAtv+NlZW19Y3Nktb5e2d3b2KuX/QUXEqCW2TmMey52NFORO0DQw47SWS4sjntOuPm1O/+0ilYrF4gElC3QgPBQsZwaAlz6wMgPGAZs3cy87P6rlnVu2aPYO1TJyCVFGBlmd+DYKYpBEVQDhWqu/YCbgZlsAIp3l5kCqaYDLGQ9rXVOCIKjebHZ5bJ1oJrDCWugRYM/X3RIYjpSaRrzsjDCO16E3F/7x+CuGNmzGRpEAFmS8KU25BbE1TsAImKQE+0QQTyfStFhlhiQnorMo6BGfx5WXSqdecq9rl/UW1cVvEUUJH6BidIgddowa6Qy3URgSl6Bm9ojfjyXgx3o2PeeuKUcwcoj8wPn8ASluS3A==</latexit>

C̃3,2

<latexit sha1_base64="kPCBOA/iTjlZXysINR7dc0hTeyQ=">AAAB+HicbVDLSsNAFJ34rPXRqEs3wSK4kJKU+lgWu3FZwT6gDWEyuWmHTiZhZiLUkC9x40IRt36KO//GaZuFth64cDjnXu69x08Ylcq2v4219Y3Nre3STnl3b/+gYh4edWWcCgIdErNY9H0sgVEOHUUVg34iAEc+g54/ac383iMISWP+oKYJuBEecRpSgpWWPLMyVJQFkLVyL2tc1HPPrNo1ew5rlTgFqaICbc/8GgYxSSPgijAs5cCxE+VmWChKGOTlYSohwWSCRzDQlOMIpJvND8+tM60EVhgLXVxZc/X3RIYjKaeRrzsjrMZy2ZuJ/3mDVIU3bkZ5kirgZLEoTJmlYmuWghVQAUSxqSaYCKpvtcgYC0yUzqqsQ3CWX14l3XrNuapd3jeqzdsijhI6QafoHDnoGjXRHWqjDiIoRc/oFb0ZT8aL8W58LFrXjGLmGP2B8fkDS+KS3Q==</latexit>

C̃4,2

<latexit sha1_base64="7Ajln7VJsnXhKcCHjpKxUEnsEq4=">AAAB+HicbVDLSsNAFJ3UV62PRl26CRbBhZSk+FoWu3FZwT6gDWEymbRDJ5MwcyPUkC9x40IRt36KO//GaZuFth64cDjnXu69x084U2Db30ZpbX1jc6u8XdnZ3duvmgeHXRWnktAOiXks+z5WlDNBO8CA034iKY58Tnv+pDXze49UKhaLB5gm1I3wSLCQEQxa8szqEBgPaNbKvaxx3sg9s2bX7TmsVeIUpIYKtD3zaxjEJI2oAMKxUgPHTsDNsARGOM0rw1TRBJMJHtGBpgJHVLnZ/PDcOtVKYIWx1CXAmqu/JzIcKTWNfN0ZYRirZW8m/ucNUghv3IyJJAUqyGJRmHILYmuWghUwSQnwqSaYSKZvtcgYS0xAZ1XRITjLL6+SbqPuXNUv7y9qzdsijjI6RifoDDnoGjXRHWqjDiIoRc/oFb0ZT8aL8W58LFpLRjFzhP7A+PwBSNSS2w==</latexit>

C̃2,2

<latexit sha1_base64="BTn1gBk1IHUHFHCHKssIGn1xKvU=">AAAB+HicbVDLSsNAFJ3UV62PRl26CRbBhZSk+FoWu3FZwT6gDWEyuWmHTiZhZiLUkC9x40IRt36KO//GaZuFth64cDjnXu69x08Ylcq2v43S2vrG5lZ5u7Kzu7dfNQ8OuzJOBYEOiVks+j6WwCiHjqKKQT8RgCOfQc+ftGZ+7xGEpDF/UNME3AiPOA0pwUpLnlkdKsoCyFq5lznnjdwza3bdnsNaJU5BaqhA2zO/hkFM0gi4IgxLOXDsRLkZFooSBnllmEpIMJngEQw05TgC6Wbzw3PrVCuBFcZCF1fWXP09keFIymnk684Iq7Fc9mbif94gVeGNm1GepAo4WSwKU2ap2JqlYAVUAFFsqgkmgupbLTLGAhOls6roEJzll1dJt1F3ruqX9xe15m0RRxkdoxN0hhx0jZroDrVRBxGUomf0it6MJ+PFeDc+Fq0lo5g5Qn9gfP4AR02S2g==</latexit>

C̃1,2

<latexit sha1_base64="VaZJo1FJ8E27x0+ZcpdBRXD5Y1Y=">AAAB+HicbVDLSsNAFL3xWeujUZduBovgQkoivpbFblxWsA9oQ5hMpu3QySTMTIQa8iVuXCji1k9x5984bbPQ1gMXDufcy733BAlnSjvOt7Wyura+sVnaKm/v7O5V7P2DtopTSWiLxDyW3QArypmgLc00p91EUhwFnHaCcWPqdx6pVCwWD3qSUC/CQ8EGjGBtJN+u9DXjIc0auZ+5Z27u21Wn5syAlolbkCoUaPr2Vz+MSRpRoQnHSvVcJ9FehqVmhNO83E8VTTAZ4yHtGSpwRJWXzQ7P0YlRQjSIpSmh0Uz9PZHhSKlJFJjOCOuRWvSm4n9eL9WDGy9jIkk1FWS+aJBypGM0TQGFTFKi+cQQTCQztyIywhITbbIqmxDcxZeXSfu85l7VLu8vqvXbIo4SHMExnIIL11CHO2hCCwik8Ayv8GY9WS/Wu/Uxb12xiplD+APr8wdFyJLZ</latexit>

C̃1,1

<latexit sha1_base64="pxRNZ6MscwoxaZ0H90Oiw5vyacM=">AAAB+HicbVDLSsNAFJ3UV62PRl26CRbBhZSk+FoWu3FZwT6gDWEyuWmHTiZhZiLUkC9x40IRt36KO//GaZuFth64cDjnXu69x08Ylcq2v43S2vrG5lZ5u7Kzu7dfNQ8OuzJOBYEOiVks+j6WwCiHjqKKQT8RgCOfQc+ftGZ+7xGEpDF/UNME3AiPOA0pwUpLnlkdKsoCyFq5lzXOndwza3bdnsNaJU5BaqhA2zO/hkFM0gi4IgxLOXDsRLkZFooSBnllmEpIMJngEQw05TgC6Wbzw3PrVCuBFcZCF1fWXP09keFIymnk684Iq7Fc9mbif94gVeGNm1GepAo4WSwKU2ap2JqlYAVUAFFsqgkmgupbLTLGAhOls6roEJzll1dJt1F3ruqX9xe15m0RRxkdoxN0hhx0jZroDrVRBxGUomf0it6MJ+PFeDc+Fq0lo5g5Qn9gfP4AR0+S2g==</latexit>

C̃2,1

<latexit sha1_base64="YycyzXMcwKNiAB7VOmgymjkcF/8=">AAAB+HicbVDLSsNAFJ3UV62PRl26GSyCCymJ72WxG5cV7APaECaTm3bo5MHMRKghX+LGhSJu/RR3/o3TNgttPXDhcM693HuPl3AmlWV9G6WV1bX1jfJmZWt7Z7dq7u13ZJwKCm0a81j0PCKBswjaiikOvUQACT0OXW/cnPrdRxCSxdGDmiTghGQYsYBRorTkmtWBYtyHrJm72fmpnbtmzapbM+BlYhekhgq0XPNr4Mc0DSFSlBMp+7aVKCcjQjHKIa8MUgkJoWMyhL6mEQlBOtns8Bwfa8XHQSx0RQrP1N8TGQmlnISe7gyJGslFbyr+5/VTFdw4GYuSVEFE54uClGMV42kK2GcCqOITTQgVTN+K6YgIQpXOqqJDsBdfXiads7p9Vb+8v6g1bos4yugQHaETZKNr1EB3qIXaiKIUPaNX9GY8GS/Gu/Exby0ZxcwB+gPj8wdI1pLb</latexit>

C̃3,1

<latexit sha1_base64="0zRfM6MqNZG90rWbAab2YJdFrdQ=">AAAB+HicbVDLSsNAFJ3UV62PRl26GSyCCymJ1Mey2I3LCvYBbQiTyaQdOnkwcyPUkC9x40IRt36KO//GaZuFth64cDjnXu69x0sEV2BZ30ZpbX1jc6u8XdnZ3duvmgeHXRWnkrIOjUUs+x5RTPCIdYCDYP1EMhJ6gvW8SWvm9x6ZVDyOHmCaMCcko4gHnBLQkmtWh8CFz7JW7maNczt3zZpVt+bAq8QuSA0VaLvm19CPaRqyCKggSg1sKwEnIxI4FSyvDFPFEkInZMQGmkYkZMrJ5ofn+FQrPg5iqSsCPFd/T2QkVGoaerozJDBWy95M/M8bpBDcOBmPkhRYRBeLglRgiPEsBexzySiIqSaESq5vxXRMJKGgs6roEOzll1dJ96JuX9Uv7xu15m0RRxkdoxN0hmx0jZroDrVRB1GUomf0it6MJ+PFeDc+Fq0lo5g5Qn9gfP4ASl2S3A==</latexit>

C̃4,1

start end

start end

start end

start end

completed task incompleted task

x 1=3
x 4=3

x 2=1
x 3=1

|N(4,1,1)|
|N(4,2,2)|

Fig. 2: An example of placements of 8 completed subtasks
with n = 4 and u = c = 2.

this case also only needs to recover an uncoded subtask with
j ≤ 1. Therefore, coded subtasks with j′ ≤ 1 can be encoded
as combinations of uncoded subtasks with j ≤ 1 only. This
example is just one placement in N(4, 2, 2). However, how
many placements are there with j ≤ 1 and j′ ≤ 1? As the first
subtasks C(i, 2) are always completed and the last subtasks
C̃(i′, 2) are always incomplete, i = 1, . . . , n, we only need to
consider the placements of four completed subtasks among all
places in-between. Therefore, the number of such placements
is |N(4, 1, 1)|.

Note that a placement in N(n, u, c) does not guarantee that
some worker’s first (uncoded) subtask is incomplete or some
worker’s last (coded) subtask is completed, as it does not
violate the requirement of 0 ≤ xi ≤ u+ c. Hence, we define
Nc(n, u, c) as the set of placements in N(n, u, c) that at least
one coded subtask C̃i′,j′ with a dedicated j′ = c is completed.
By this definition, we have

|Nc(n, u, c)| =
{
|N(n, u, c)| c = 1

|N(n, u, c)| − |N(n, u, c− 1)| c > 1.

In Fig. 3, we illustrate values of |Nc(n = 5, u, c)| with
c = 1, 2, 3 and u = 1, . . . , 4. With a larger u, the number
of corresponding placements in Nc(n = 5, u, c) also grows,
as the higher u gives more available locations to place the
completed uncoded subtasks. In other words, more incomplete
subtasks can be recovered if the coding scheme can recover
such placements. Meanwhile, it means that the coding scheme
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Fig. 3: The numbers of placements in N(n = 5, u, c).



becomes more complex. Hence, we will exploit such a tradeoff
to achieve the θ-recoverability in Sec. IV. Moreover, with c
increased, the ratio between |Nc(n = 5, u, c)| and |Nc(n =
5, u = 4, c)| also decreases, meaning that the corresponding
coded subtasks are more likely to have higher complexities.
Therefore, if workers are not heavily straggling, we can also
expect a lower decoding complexity.

IV. STATIC CONSTRUCTION

Based on the intuition in Fig. 3 where |Nc(n, u, c)| always
increases with u, we first propose a static construction of
the sequence-aware coding that supports θ-recoverability. To
construct the coding scheme, we first introduce the following
theorem.

Theorem 1. Given valid c and u, Nc(n, u, c) ⊆ Nc(n, u+1, c).

Proof. Given any one placement in Nc(n, u, c), we can add
one uncoded subtask on top of existing subtasks on all workers,
and then we have a placement with u+1 uncoded subtasks and
c coded subtasks in Nc(n, u+ 1, c). Therefore, Nc(n, u, c) ⊆
Nc(u, u+ 1, c)

Compared to Nc(n, u, c), the additional placements in
Nc(n, u + 1, c) also suggest that more uncoded subtasks
are needed in the coded subtasks C̃i,c. As there should be
u uncoded subtasks and c coded subtasks on each worker,
to achieve the θ-recoverability, we should cover at least
θ|Nc(n, u, c)| placements. Hence, we need to find the minimum
u′ such that |Nc(n, u

′, c)| ≥ θ|Nc(n, u, c)| where u′ ≤ u. The
coding scheme can thus be constructed as in Alg. 1.

Algorithm 1 The static construction of the sequence-aware
coding with θ-recoverability.

1: for j = 1, . . . , c do
2: uj = min

{
u′
∣∣∣ |Nc(n,u

′,c)|
|Nc(n,u,c)| ≥ θ

}
3: encode Ãi,j , i = 1, . . . , n with an MDS code from

{Ai,j |j ≤ uj , i = 1, . . . , n}

Intuitively, with an increased θ, we can achieve a higher level
of recoverability, as more cases of incomplete uncoded subtasks
can be recovered. We hence present the actual recoverability
of the static construction in Fig. 4, with n = 5, u = 4, and
c = 3. We measure the recoverability by randomly generating
10000 cases of un sequentially completed subtasks in total
on all workers, and the actual recoverability is measured as
the ratio of the cases that the result of all subtasks can be
recovered to all cases. In Fig. 4, we change the value of θ
from 0 to 1, and we can see that the actual recoverability is
always above θ. In fact, we can see the recoverability increases
when it becomes close to θ, and such turning points directly
correspond to |Nc(n,u

′,c)|
|Nc(n,u,c)| , u

′ = 1, . . . , u.
We also measure the complexity of coded subtasks in terms

of the number of uncoded subtasks they are encoded from.
When all coded subtasks are encoded from all un uncoded
subtasks, it is equivalent to global MDS codes. From Fig. 4
we can see that unless the value of θ is close 1, the average
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Fig. 4: The actual recoverability and average complexity of
the static construction with n = 5, u = 4, and c = 3.

complexity of coded subtasks can be significantly lower, and
we can easily achieve a tradeoff between the recoverability
and the complexity.

We also observe from Fig. 4 that with most values of θ,
the actual recoverability is much more than θ, suggesting that
there is still room to further reduce the complexity. The reason
is that we only change the coding scheme when θ is larger
than some threshold in Line 2 of Alg. 1, making the coding
scheme less flexible to the change of θ. Hence, we present
another construction below where the coding scheme can be
adjusted with a finer granularity.

V. STOCHASTIC CONSTRUCTION

In the static construction, we choose the number of uncoded
subtasks encoded into a coded subtask purely based on the rate
between |Nc(n, u

′, c)| and |Nc(n, u, c)|, u′ = 1, . . . , u. Hence,
when θ is not increased to the next rate, the coding scheme
remains unchanged. In this section, we propose a different
method where a coded subtask is encoded from uncoded
subtask more stochastically, which eventually achieves the
tradeoff between recoverability and the complexity with a finer
granularity.

Algorithm 2 The stochastic construction of the sequence-aware
coding with θ-recoverability.

1: C = ⌈θun⌉
2: for j = 1, . . . , c do
3: for i = 1, . . . , n do
4: P = ∅
5: while |P | ≤ C do
6: ρ is a random number between 0 and 1

7: ui,j = min
{
u′
∣∣∣ |Nc(n,u

′,c)|
|Nc(n,u,c)| ≥ ρ

}
8: for i′ = 1, . . . , ui,j do
9: if there exists a random integer j′, 1 ≤ j′ ≤ n,

such that (i′, j′) /∈ P then
10: P = P ∪ {(i′, j′)}
11: encode Ãi,j with an MDS code from {Ai,j |(i, j) ∈

P}

This stochastic construction is given in Alg. 2, where θ is
not just an indicator of the recoverability, but also that of the
complexity of the coding scheme. Specifically, each coded
subtask should be encoded from ⌈θun⌉ uncoded subtasks in



principle. Such ⌈θun⌉ uncoded subtasks, however, should not
be chosen upwards as in the static construction. Instead, we
choose such uncoded subtasks stochastically, according to their
chance to be used, i.e., |Nc(n,u

′,c)|
|Nc(n,u,c)| .
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Fig. 5: The actual recoverability and average complexity of the
stochastic constructions with n = 5, u = 4, c = 3, α = 100,
and β = 1000.

We illustrate the actual recoverability of this construction
in Fig. 5a. As the stochastic nature of the construction, the
actual recoverability varies one after another, and thus we
repeat the construct α = 100 times, measure their actual
recoverability with β = 1000 tests, and eventually obtain
the average recoverability. Fig. 5a hence illustrates the mean,
maximum, and minimum of the actual recoverability with θ
between 0 and 1. We can see that the average curve becomes
smoother than the static construction. Moreover, the variety
of the actual recoverability in such α cases allows us to find
the case whose recoverability is even closer to θ. From this
observation, we extend the stochastic construction by choosing
the best coding scheme among all α cases. In particular, by
evaluating the recoverability from β tests, we pick up the
one with its recoverability closest to θ. We show the actual
recoverability in Fig. 5b which becomes very close to θ. The
average distance between the actual recoverability and θ is
reduced from 0.116 (in Fig. 4) to 0.058. Similarly, we also
measure the average complexity of coded subtasks, whose
distance from θun is also reduced from 3.05 to 1.06.

VI. MATRIX-MATRIX MULTIPLICATION

We now extend the sequence-aware coding to matrix-matrix
multiplication. Assume that we need to compute A · B, and
both A and B are two large matrices. The un uncoded

subtasks can then be constructed by splitting A into

A1

...
An


and

[
B1 · · · Bu

]
, and then we have Ci,j = Ai · Bj . We

now apply the static and stochastic constructions above to
matrix-matrix multiplication.

We can directly extend the static construction to matrix-
matrix multiplication. Similar to Alg. 1, after getting uj ,
we can let C̃i′,j′ =

(∑n
i=1 Aix

i
i′,j′

)
·
(∑uj

j=1 Bjx
jn
i′,j′

)
=∑n

i=1

∑uj

j=1 AiBjx
jn+i
i′,j′ =

∑n
i=1

∑uj

j=1 Ci,jx
jn+i
i′,j′ . The value

of xi′,j′ among all coded subtasks should be unique.

On the other hand, uncoded subtasks encoded into a coded
subtask are randomly chosen in the stochastic construction.
However, in the coded subtask of matrix-matrix multiplication,
they cannot be chosen purely randomly. Specifically, if we
encode C̃i,j as

(∑
i∈Pi′,j′

Aix
i
i′,j′

)
·
(∑

j∈Qi′,j′
Bjx

jn
i′,j′

)
=∑

i∈Pi′,j′

∑
j∈Qi′,j′

Ci,jx
jn+i
i′,j′ , the number of uncoded sub-

tasks inside must be |Pi′,j′ | · |Qi′,j′ |, which cannot be an
arbitrary integer. Therefore, we need to change Line 8 – Line 11
in Alg. 2. After getting ui,j , we let Qi′,j′ = {1, . . . , ui,j} and
Pi′,j′ be a random subset of {1, . . . , n} with

⌈
N
ui,j

⌉
elements.

0.00 0.25 0.50 0.75 1.00
θ

0.00

0.25

0.50

0.75

1.00

ac
tu

al
re

co
ve

ra
bi

lit
y

0

5

10

15

20

av
er

ag
e

co
m

pl
ex

ity
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(b) stochastic construction

Fig. 6: The actual recoverability and average complexity
of the static and stochastic constructions for matrix-matrix
multiplication with n = 5, u = 4, c = 3, α = 100, and
β = 1000.

From Fig. 6a, we can see that the static construction
maintains almost the same performance as in Fig. 4, and the
performance of the stochastic construction becomes different,
especially when θ > 0.8. It is because when n = 5 and u = 4,
there are 20 uncoded subtasks. With θ > 0.8, there need to be
more than 16 subtasks. As u = 4, the size of Pi′,j′ must be 5,
leaving the construction with no choice but being equivalent
as global MDS codes.
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Fig. 7: The time of encoding, computation, and decoding in
the matrix-matrix multiplication with n = 10, u = 10, and
c = 3.

We also implement matrix-matrix multiplication with the
static and stochastic constructions using mpi4py. We multiply
two matrices of size 3000×3000 on a local cluster with n = 10
workers. Each worker runs u = 10 uncoded subtasks and c = 4
coded subtasks. To simulate stragglers, we add random delays
on each subtask following an exponential distribution exp( 1

0.2 ).
We measure the time of encoding, computation, and decoding
by running the job 50 times, with different values of θ. We
choose the values of θ between 0.25 and 1. When θ = 1, the



scheme becomes the same as global MDS codes. We present
the results in Fig. 7.

With θ = 1, the time of encoding and decoding is 52.2%
of the whole job. We can see from Fig. 7b that the value of
θ does not affect the computation time, but encoding time
and decoding time significantly. Fig. 7a shows that the static
construction can save the encoding time by up to 28.0% and
the stochastic construction can save it by up to 37.5%. Again,
it shows that the encoding complexity can be more precisely
controlled by θ in the stochastic construction. Similarly, we
can see in Fig. 7c that the decoding time can be saved by up
to 45.0% with the static construction and up to 70.6% with
the stochastic construction.

VII. CONCLUSIONS

We propose coding schemes for matrix multiplication that
leverage the results on stragglers to lower the computation
time and meanwhile save the complexities of encoding and
decoding. This is achieved by taking into account the order
of subtasks in the code construction. The proposed coding
schemes offer θ-recoverability, enabling an arbitrary tradeoff
between recoverability and complexity. Our evaluation shows
that, in comparison to global MDS codes, our coding schemes
do not impact computation time, but considerably reduce the
time required for encoding and decoding.
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